
   
 

History of Data: How Data Became Big (HIST 30705) 

 

It is hard to find a realm of our life that hasn’t been exposed to data-empowered 
algorithms. While Big Data and Machine Leaning became dominant approaches to 
artificial intelligence only in 1986, their histories have much deeper roots, which are 
entangled with the histories of statecraft, social engineering, and computing. While 
situating the intellectual origins of Big Data within these contexts, we will explore the 
following questions: How do people decide what information should be numerically 
recorded?  How do they choose how to interpret numbers? How do social and cultural 
contexts play into their decisions? Do numerical methods of governance always guarantee 
just society? What are the intellectual and technological mechanisms that enable this 
technology to amply existing asymmetries in social power across the axis of gender, race, 
and nationality? 

 

Learning Outcomes: 
1) Understand a variety of historical contexts that have shaped how we use, collect, and 

analyze data in the 21st century; 
2) Assess historical arguments about the place of data in the growth of state bureaucracies, 

national security, warfare, and scientific research made in scholarly secondary sources;  
3) Use primary sources to make arguments about the historical contingency of the ways 

practitioners have been using data to solve state problems; 
 

FREEDOM OF EXPRESSION POLICY 

In this class, students are encouraged to exercise their right to free inquiry and expression.  
You are welcome to express any view on the subject matter introduced by the instructor 
or other class members within the structure of the course. While you are responsible for 
learning the content of this course, you remain free to take a reasoned exception to the 
views presented and to reserve judgment about matters of conscience, controversy, or 
opinion. When you encounter ideas that you find offensive, immoral, or unwise, you are 
encouraged to engage them with reasons, evidence, and arguments.  Your course grade 
will be based on your academic performance, not on the opinions you express.  Our 
commitment to freedom of expression means that no relevant ideas or positions are out 
of bounds, but disruptive or disorderly behavior, threats, or harassment are strictly 
prohibited and will be reported to the Office of the Dean of Students. 

See the University's “Commitment to Freedom of Expression” and “Bill of Student Rights” 
in the University Policies and Statements module on Brightspace. 

 
   
 

Grade Distribution: 

1. Primary Source Analysis I: 100 
2. Report on Experiential Exercise: 100  
3. Primary Source Analysis II:  100 
4. Midterm: 200 points 
5. Op-Ed: 200  
6. Responses to any ten secondary sources on Brightspace: 200 points (each 

response is 20 points) 
7. Participation: 100 points 
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FREEDOM OF EXPRESSION 
 
In this class, students are encouraged to exercise their right to free inquiry and expression. 
You are welcome to express any view on the subject matter introduced by the instructor 
or other class members within the structure of the course. While you are responsible for 
learning the content of this course, you remain free to take a reasoned exception to the 
views presented and to reserve judgment about matters of conscience, controversy, or 
opinion. When you encounter ideas that you find offensive, unwise, immoral, or wrong-
headed, you are encouraged to engage them with reasons, evidence, and arguments. Your 
course grade will be based on your academic performance, not on the opinions you 
express. Our commitment to freedom of expression means that no relevant ideas or 

   
 

positions are out of bounds, but disruptive or disorderly behavior, threats, or harassment 
are strictly prohibited and will be reported to the Office of the Dean of Students. 
 

 


